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Overview

The ACETEF High-Performance Computing (HPC)
providesthereal-time processing power needed to run
smulation software, interfacesand visualsneeded for
installed systemtesting. TheHPC aso providesthe
capability for externd linksto other test and smulation
centers. Theselinkssupport numerousdistributed
smulation exercisesthat are operated by thefacility.

The HPC maintainsconnectionto thefollowing
networks. Defense Research Engineering Network
(DREN), Disgtributed I nteractive Simulation Network
(DISN), East Coast Communi cation Network
(ECCN), Defense Network (DNET) and SIPRNET.
TheHPC Distributed Center operatesboth Silicon
Graphics4 Node Power Challenge Array and Multiple
Onyx 2 computers combined to provide 42 GFLOPS
Peak, 37 GB main memory, 713 GB of disk space,
104 CPU’s, 9Infinite Redlity Enginesanda20 TB
Tape Archiver. Thissystemisusedinthemodeling and
simulation environment and supportsawiderange of
aviationtest and eva uation (T& E) support funcions.
Ground laboratory HPC capabilitiesimproveresearch,
development, test and evaluation radar, infrared, and

€l ectro-optic sensors. In-spectrum databasesand
signa generation control are used for fully-correlated
visual, sensor dataand el ectronic combat at the scene
level for Navy potential theatersof war. The ACETEF
sharesthesein-spectrum capabilitiesto better define
warfighting deficiencies, technologica opportunities,
joint servicedternatives, requirement anaysis, risk
assessments, system anaysi's, cost and operationd
effectivenessanadyss, systemthreat assessmentsand
developmental and operational T& E. Typical red-time

gpplicationsinclude multispectral scenegenerationand
mission environment generationinawarfighting environ-
ment.

Modeling and smulationintegratesgrester functiondity,
expandsthe performance envel ope, optimizesperfor-
manceand safety, increasessurvivability andimproves
lethdity inawarfighting environment. Loca batchand
interactivefunctionssuch asinfared synthetic scene
generation, aircraft storesand separation andysisand
structural load analysisarea so performed using the
HPC system.
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Instrumentation and Data

Documentation Center

A state-of-the-art instrumentation system provides
ACETEF customerswith arobust real-timemonitoring,
data capture and datareduction capability aswell as
audio and video recording and intercom communication
between ACETEF |aboratoriesand systemsunder test.
The datainstrumentation center collectsand recordsall
datafor rea-timeand post-misson analysis. Systems
tested can rangefrom domestic and foreign aircraft and
ground vehicles positioned in the shielded hangar/ramp
areaand the anechoic chamber toindividual avionics
componentspositioned within ACETEF |aboratories.
Theinstrumentation system consstsof theL 3 System
500 Model 550 that can be deployed for anearly
limitlessarray of high-speed, high-performance,
redl-time dataacquisition needs.

Theinstrumentation systemiscapableof handling
multiplestreamsof datafrom different sources,
providing ared-time correlation of the collected datain
atime- or event-specific manner. A typical test conssts
of multiplestreamsof databusactivity fromasystem
under test being s multaneoudy displayed and recorded
asitinteractswitharun-timesmulationcaled
Simulated Warfare Environment Generator (SWEG).
Theinstrumentation systemisaso capableof interfacing
andgmulating multiplesystemsonthesysemunder test.
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Distributed Network Environment
A distributed network environment inthe ACETEF
infrastructurefor bothinternal and externd linksis
implemented and maintained by the SST. ACETEF
providesavirtua combat environment for theanayss,
test and eva uation of air combat concepts, flight and
avionicssysemsandfully integrated air vehicles. This
ACETEF smulation and networking architecturehas
been tested and exercised on numerous occasi ons.
These projectsincludeintegrating five separate
ACETEF laboratoriesand an external test facility
through adirect network link intoasmulated
war-at-seaexercise. By networking severa
man-in-the-loop assetsto the ACETEF conflict
environment, distributed network exercisessuccessfully
demondtratethefeasbility of gpplying distributed
simul atiorv/stimul ation-based test and eva uation
capabilities. ACETEF demonstrateshow distributed
simulations, real systems, redl aircraft and man-in-
the-loop devicescaninteract inasingleconflict
amulaion.




